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Making a Radical Misogynist
How Online Social Engagement with the Manosphere Influences Traits of Radicalization

HUSSAM HABIB, University of Iowa, USA
PADMINI SRINIVASAN, University of Iowa, USA
RISHAB NITHYANAND, University of Iowa, USA

The algorithms and the interactions facilitated by online platforms have been used by radical groups to
recruit vulnerable individuals to their cause. This has resulted in the sharp growth of violent events and
deteriorating online discourse. The Manosphere, a collection of radical anti-feminist communities, is one such
group that has attracted attention due to its rapid growth and increasingly violent real-world outbursts. In this
paper, we examine the social engagements between Reddit users who have participated in feminist discourse
and the Manosphere communities on Reddit to understand the process of development of traits associated
with the adoption of extremist ideologies. By using existing research on the psychology of radicalization
we track how specific types of social engagement with the Manosphere influence the development of traits
associated with radicalization. Our findings show that: (1) participation, even by the simple act of joining the
Manosphere, has a significant influence on the language and outlook traits of a user, (2) Manosphere elites are
extremely effective propagators of radical traits and cause their increase even outside the Manosphere, and (3)
community perception can heavily influence a user’s behavior. Finally, we examine how our findings can help
draft community and platform moderation policies to help mitigate the problem of online radicalization.
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1 INTRODUCTION

We need to understand how extremist ideologies are adopted. Communities hosted by
online platforms have now become a core mechanism for recruiting and organizing vulnerable
individuals into extremist groups. The impact of such recruitment has resulted in harms extending
beyond online discourse. For example, investigations have uncovered that violent events such as the
January 6th attack on the US Capitol [29], the 2017 Unite the Right rally in Charlottesville [37], and
the Alek Minassian attack in Toronto [13] were either planned by or celebrated in radical online
communities hosted on Reddit, Facebook, 4chan, and other platforms. The use of online platforms
for recruitment into extremist groups is not new — Facebook, YouTube, and Twitter were used as
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tools for recruitment into Islamic extremist groups as early as 2010 [86]. What is new, however,
is the sharp rise in domestic extremism within the United States resulting from organizations in
online communities. In fact, the US Federal Bureau of Investigation (FBI) now lists social media and
online radicalization as one of the largest factors contributing to the rise of domestic terrorism [4]
and a 2021 joint report by the US Department of Homeland Security and the FBI list “lone offenders
who are often radicalized online” as the “greatest terrorism threat to the homeland” [3]. In order to
mitigate these threats, it is paramount that we understand how online platforms and discourse can
be used to influence participants into adopting extremist ideologies.
The recent growth of online misogynist extremism is alarming. Amongst the newly emerg-
ing extremist groups, the online “anti-feminist” movement has been prominent. With the rise
and adoption of feminism in the mainstream, researchers have observed and documented the
development of “anti-feminist” communities on online platforms. Although focused largely on the
social issues faced by young men in modern society during its inception, in the mid-2010s (roughly
coinciding with the coverage of Gamergate [52]), ethnographers noted a distinct ideological shift in
many of these communities towards anti-feminism, misogyny, and male supremacism. Along with
encouraging and celebrating violent outbursts toward women, many of these online communities
also promote extreme political ideologies including state-mandated sexual partners and the removal
of voting rights for women. In recent years, researchers have named this conglomerate of online
communities “the Manosphere” [28, 51]. Despite being frequently referred to as a collective, the
Manosphere comprises of four distinct ideological subgroups: the involuntary celibates who blame
women and the rise of feminism for their low social status [61], the separatists (e.g., Men Go Their
OwnWay and voluntary celibates) who believe in a gynocentric conspiracy that society is corrupted
by women with no possibility of collective salvation and therefore pursue the goal of complete
separation from all women [89], the seduction strategists (e.g., Pick Up Artists and The Red Pill)
which promotes the objectification of women and has been identified as a gateway to acceptance of
rape culture [2, 16, 84], and the men’s rights activists (MRA) that generally view social systems as
a zero-sum game and therefore portrays feminist or pro-equality programs and policies as harmful
to men’s rights [1]. In recent years, there have been numerous acts of violence toward women that
have emerged from members of these online communities [5].
The role of online social interactions in the development of extremist ideologies remains
largely unknown. The importance of understanding the factors involved in online radicalization
has not gone unnoticed. Extensive computational and social science research has been ongoing to
understand the role of online platforms’ algorithms in promoting and spreading extremist content,
propaganda, and mis-/dis-information related to topics popular in current American political
discourse such as e.g., vaccines [81], immigration [26, 71], and conspiracy theories [12]. However,
there is less contemporary research that has analyzed online user-to-user social engagements and
their role in the adoption of extremist ideologies. Existing research on the role of user-to-user
engagement has largely focused on identifying how Islamic extremist groups used social media
platforms to recruit vulnerable individuals [10, 44, 45] and it remains unclear if this research is
directly applicable to the social issues currently at the forefront of US domestic politics such as
anti-feminist extremism. Further, the dynamics of online social media, its algorithms, and online
discourse have changed significantly in the past decade since much of this research was conducted.
Our contributions. In this paper, we focus on understanding the process of adoption of ideological
extremism associated with the Manosphere. We do so by analyzing a variety of user-to-user
engagements with the Manosphere. Then, through engaging with existing psychology and threat
assessment research (§2), we study the relationships between specific types of engagements and
the warning signs of extremist behavior. This allows us to understand how different types of social
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engagements with the Manosphere result in the development of traits associated with radical and
extremist behavior. More specifically, we ask the following research questions:

• RQ1. How does participation in the Manosphere influence the traits associated with radicaliza-
tion? (§4) In our analysis, we consider three types of participation engagements: (1) joining
a Manosphere community, (2) repeated submissions to the Manosphere, and (3) epistemic
participation bubbles. We then use a control-treatment comparative analysis and a regres-
sion analysis to uncover how each of these types of participation engagement influence the
warning signs associated with extremist behavior. Our results show a significant increase
in language- and outlook-based warning behaviors even after a single participation event
occurs.

• RQ2. How does interaction with elite Manosphere members outside the Manosphere influence
the traits associated with radicalization? (§5) To answer this question, we consider two types
of interactions that occur outside the Manosphere: (1) solicitation interactions where a user
initiates an interaction with the elite and (2) a recruitment interaction where the elite initiates
the interaction with a user. Our analysis shows that both forms of interaction have a heavy
influence on the user’s warning behaviors. Our findings bring to light the key differences in
the operation of recruitment and solicitation interactions and the effects they have on users.

• RQ3. How does social status within and outside the Manosphere influence traits associated
with radicalization? (§6) We use Reddit’s voting mechanism to develop proxies for social
acceptance within the Manosphere and social rejection outside the Manosphere. We then
use these proxies to uncover their influence on the accepted and rejected user’s warning
behaviors. We find that social acceptance within the Manosphere can have a sharp influence
on a user’s warning behaviors — even after a single occurrence.

Taken together, our investigation yields insights into the specific influences of different forms
of user engagement with the Manosphere on the personality traits commonly associated with
radicalization and extremist behavior. These insights can improve online moderation and content
policy standards to mitigate the threat of misogynists and other forms of extremism (§7).

2 BACKGROUND: WARNING BEHAVIORS AND TRAITS OF RADICALIZATION
Radicalization is a complex social process of an individual adopting extreme ideologies with
potentially violent outcomes [30, 68]. Over the past decade, psychology and threat assessment
researchers have been studying the behaviors and traits exhibited by extremists in order to better
understand their progression and development. The traits common in radicalized individuals are
commonly referred to as warning behaviors. Although these warning behaviors were originally
used to identify and construct theoretical models of offline radicalization [6, 21, 24, 31, 67, 78],
more recent research has validated specific text analysis methods for their identification in the
online context [17, 33, 43]. Following the identification of several warning behaviors and an initial
understanding of the radicalization process, researchers have developed threat assessment toolkits.
These toolkits are essentially curated lists of specific warning behaviors that help identify, in
the clinical setting, individuals who are ideologically radicalized or in the process of ideological
radicalization. These toolkits differ from their ‘general violence’ identification toolkit counterparts
in that they specifically probe risk factors associated with ideologies, morality, and grievances [60]
which are largely ignored in general violence toolkits. In our work, we focus on understanding how
social engagements influence eight specific traits or warning behaviors, common to the following
toolkits:

• TRAP-18. The Terrorist and Radicalization Assessment Protocol proposed by Meloy [54]
identifies eight proximal and ten long-term distill warning behaviors to assess radicalization
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Type Trait Definition Measure References

Language
Fixation Increased preoccupation with a topic. Frequency of occurrence of feminism keywords [17, 33, 54, 67]
Grievance Expression of real of perceived injustice. Grievance keywords [83] [19, 21, 53, 78, 79]
Power Increased need for power and authority. LIWC ‘Power’ keywords [6, 15, 43, 77, 79]

Emotions Anger Exhibition of anger and aggression. LIWC ‘Anger’ keywords [6, 54, 65, 66, 79]

Outlook Negative Negative outlook and sentiment. % of negative content (VADER) [6, 22, 80]
Toxicity Increase in hate speech and toxicity. % of toxic content (Perspective) [23, 65, 66, 73]

Identification Ingroup Increased identification with a group. LIWC ‘We’ keywords [9, 17, 21, 53, 54, 73, 79]
Outgroup Increased mention of the outgroup. LIWC ‘They’ keywords [9, 21, 65, 73, 76, 79]

Table 1. A summary of the warning behaviors or traits studied in this paper, our methods for measuring them,
and previous work which motivates their inclusion in our analysis.

in individuals. Our study uses already validated text analysis to obtain measures of several
proximal warning behaviors identified in TRAP-18.

• VERA-2. The Violent Extremism Risk Assessment proposed by Pressman [65] includes 25
warning behaviors that may be used to assess the risk of radicalization for political ideologies.
These warning behaviors are categorized into beliefs and attitudes, intent and contextual
factors, historical factors, protective and social factors, and commitment and motivation
factors. In our study, since we rely exclusively on user-submitted text, we are only able to
analyze warning behaviors identified in VERA’s ‘beliefs and attitude’ and ‘commitment and
motivation’ factors.

• ERG-22+. The Extremist Risk Guidelines proposed by Lloyd and Dean [48, 49] identify 22
warning behaviors distributed in three groups: beliefs and motivations, intent, and capability.
The ERG-22+ is recommended for use to specifically assess an individual’s risk of committing
violence on behalf of an extremist cause or group. Our analysis is focused on the ‘belief and
motivation’ warning behaviors.

• IVP. The Identifying Vulnerable Persons toolkit developed by Cole, et al. [18] identifies
16 warning behaviors categorized into isolation factors, rhetoric, risk-taking behavior, and
contextual factors. The IVP is meant to assess an individual’s vulnerability to recruitment
into extremist groups. We limit our analysis to the rhetoric factors identified in the IVP.

2.1 Measured warning behaviors and traits.
In our work, we focus on eight warning behaviors or traits that have been repeatedly identified in
the above toolkits. These eight warning behaviors were selected because they were measurable
from user-submitted text using validated text analysis methods. These are summarized in Table 1
and described below.
Caveat emptor. It is important to note that our work does not use these warning behaviors to iden-
tify radicalized individuals. Rather, we seek to understand what types of social engagements in the
Manosphere influences changes, particularly increases, in the warning behaviors of radicalization.

Fixation. Cohen describes fixation as the ‘increasingly pathological preoccupation with a person
or a cause’ [17]. Fixation towards a specific person, cause, or topic has been repeatedly identified
as a key trait of individuals who are vulnerable to or already radicalized. According to Meloy et
al. [67], a fixated person expresses increased preoccupation with a specific topic, having strident
opinions about the topic along with levels of disproportionate preoccupation that could lead to
social and occupational deterioration.
Measuring fixation. We measure fixation as the percentage of text submissions (comments or posts)
made by a user that make references to a pre-determined list of keywords associated with feminism.
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Such an approach has been used in prior literature to characterize alt-right communities on Reddit
[33]. We calculate this metric based on text submissions made by a user each month for each user
for a period of 68 months to identify changes in fixation associated with feminism and related topics.
A consistent and significant increase in the monthly fixation scores measured for a user would
suggest an increasing fixation with feminism. We refer the reader to §3 for detailed methodologies
related to the construction of our keyword list and user selection.
Grievance. Grievances (and perceived grievances) are defined as the feeling of injustice, unfair
treatment, and frustration over suffering. Grievances can be real or perceived. Perceived grievances
have been repeatedly noted as a warning behavior in threat assessment toolkits and research on
lone-wolf terrorists and terrorist groups shows that acts of violence are often fueled by perceived
grievances and injustices towards themselves or their groups [19, 53]. Prior research has also shown
that white supremacist extremists use tactics to induce perceived grievances (e.g., by promoting
the white replacement conspiracy theory) to recruit and radicalize individuals [8]. Similar tactics
have been identified by social scientists in the context of the Manosphere [51].
Measuring grievance. We measure instances of communication fueled with grievances. To identify
these instances we use the grievance dictionary developed by van der Vegt et al. [83]. This psy-
cholinguistic dictionary was constructed by capturing vocabulary exhibiting psychological and
social concepts of grievance [74]. For each user, we measure their average grievance score for each
of the 68 months in our study. The grievance score for a single text submission is the fraction of
all words in that submission that belong in the grievance dictionary. Observing consistent and
significant increases in a users’ average grievance score for a month would suggest an increase in
the grievance trait for the user.
Power. Power relates to the need for having an impact, control, and influence over others [87].
Previous research conducting linguistic analysis of lone-actor manifestos shows a desire for power,
identified by framing of societal issues in the ‘leader-follower’ and ‘authority’ language, as a driving
force for their actions [43]. This is further supported by research findings that find motives of
power and authority are the major driving forces for many terrorist groups and extremists [79].
Measuring power. We measure instances of communication containing language associated with
power. To identify these instances, we use the LIWC (Linguistic Inquiry and Word Count [82])
toolkit to identify the levels of language associated with power in a user’s text submissions. LIWC is
a widely used and validated linguistic toolkit containing 80 dictionaries, each capturing vocabulary
exhibiting different psychological, emotional, and social concepts. One of these dictionaries lists
words associated with the psychological process of ‘Power’. This dictionary has been used in
previous linguistic analyses of lone-wolf terrorist manifestos [43]. For each user, we measure their
average power score for each of the 68 months in our study. The power score for a single text
submission is the fraction of all words in that submission that are contained in LIWC’s ‘power’
word list. Observing a consistent and significant increase in a user’s average power score would
indicate an increase in the power trait of the user.
Anger. In exploring the rationality of emotions, Elster [24] defined the action tendency of anger
as being to strike. Research into terrorist groups, lone-actor terrorists, threat assessment and
psychological research toolkits have all repeatedly shown high amounts of anger and aggression,
not necessarily targeted towards the perceived wrong-doer, as a common trait amongst radicalized
individuals.
Measuring anger. Similar to power, we use LIWC’s ‘anger’ words to measure anger expressed by
a user. We measure the anger score for a single text submission as the fraction of all words that
belong in LIWC’s anger words. We then calculate and track each users’ average anger score for
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each of our 68 months. Observing a consistent and significant increase in this score would indicate
an increase in the anger trait for the user.
Negative outlook. A negative outlook on their life and current situation by an individual belies
the sense of lack of control over their own life. Increased expression of negative sentiment is noted
as a trait associated with individuals on the pathways to radicalization in all our threat assessment
toolkits. Prior social science research also has shown how radical ideas and conspiracy theories
attempt to maintain higher negative sentiment and use them to incite more negative outcomes.
Furthermore, research into the Manosphere has noted the prevalence of negative sentiment in their
ideologies and beliefs. Negative self-images and a general negative outlook on life are expressed
commonly in the Incel communities in the Manosphere.
Measuring negative outlook. In order to measure negative outlook of an individual, we perform
sentiment analysis on their authored posts and comments. Using VADER [40], we compute the
sentiment associated with each text submission. We then count the text submission as suggesting a
negative outlook if the compound score returned by VADER is less than (−.05), as recommended
by the authors of VADER. For each user and each month in our study, we track the fraction of all
the users’ submissions that were found to have a negative outlook. We expect that observing a
consistent and significant increasing fraction of negative sentiment submissions corresponds to an
increase in the users’ negative outlook.
Toxicity. Hate speech and toxic language is often used to dehumanize and express anger towards
the ‘opposition’. Researchers have observed radicalized and terrorist groups often dehumanize their
targets to justify violence and aggression toward them [64, 85]. All our threat assessment toolkits
include hate rhetoric as a warning behavior used to identify extremists [23]. Notably, research on
the Manosphere and its communities has repeatedly noted the dehumanization and objectification
of women by the means of toxic language [46].
Measuring toxicity. For our analysis, we measure the percentage of toxic submissions made by
users each month. We identify toxic submissions using Google’s Perspective API [32]. Similar to
uses of Perspective API in prior work validating the API for Reddit, submissions scored with a
probability of 0.5 or higher of being perceived toxic are labeled as toxic [59, 62]. For each user and
each month, we compute the fraction of all submissions made that month that are classified as
toxic. A significant increase in this metric is taken to correspond with the users’ toxicity trait.
In- and out-group identification. Group identification is a socio-psychological concept repre-
senting the individual’s sense of belonging with a group and their identity being defined by this
group membership. In the context of radicalization, group identification aims to exploit social trib-
alism by generating ‘Us vs Them’ situations. Radicalizing individuals generate a sense of in-group
loyalty and positive outlook towards the in-group while also being hostile and negative to the
out-group. Research into the Manosphere has shown that its members have a shared identity and
have constructed a major out-group (women) as the causes for their grievances [41] and targets for
violence [11].
Measuring group identification. For our analysis, we measure both in-group identification and
out-group construction in an online environment. Similar to prior works measuring in-group and
out-group scores [17, 33], we use the psycho-linguistic dictionary LIWC.We use LIWC’s first-person
plural pronouns category (‘we’) to measure in-group identification. The use of first-person plural
pronouns in an online discussion represents the in-group identification of an individual. For each
month for each user, we aggregate all their submissions and compute the percentage of first-person
plural pronouns present. This percentage represents their in-group identification score. An increase
in first-person plural pronouns represents the increased identification with the group. Similarly, we
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use LIWC’s third-person plural pronouns category (‘they’) to measure out-group construction. For
each user, for each month we compute the percentage of third-person plural pronouns present in
all of their submissions. This percentage represents the out-group construction score. An increase
in the use of third-person plural pronouns in the online environment represents the construction
of an out-group.

3 DATA AND METHODS
In this section, we provide a description of our Reddit dataset (§3.1), our methods for identifying
users of interest to our study (§3.2) and communities belonging to the Manosphere (§3.3), and the
influence of social engagement with the Manosphere on the traits associated with radicalization
(§3.4).

3.1 The Reddit dataset
In this work, we specifically focus on Reddit users and their adoption of anti-feminist ideologies.
Reddit is essentially a discussion board consisting of a variety of topical communities called
subreddits. Reddit users may create their own subreddits or participate in existing ones by submitting
posts, commenting on posts or other user comments, or up-/down- voting comments and posts made
by other users. In total, Reddit has over 52M active daily users, over 1.2M subreddits containing
over 13B user-submitted comments and posts, and is the 6th most popular site in the United States.
We select Reddit as the subject of our study for three main reasons. First, Reddit has been at the
forefront of discussions surrounding the Manosphere [39, 50, 52, 89] and other radical communities
[33–35, 38, 90]. Second, unlike other social media platforms, Reddit has been welcoming and
responsive to academic research [47]. Finally, Reddit data is conveniently available through the
Pushshift API [7]. We use the Pushshift Reddit dataset to gather all user-submitted comments and
posts, along with their attached metadata for a 68-month period between 01/2015 and 08/2020 as
the basis for our analysis.

3.2 Identifying users of interest
Our research is specifically focused on understanding the influence of social engagement with
the Manosphere on anti-feminist radicalization. We begin by identifying all Reddit users who
were heavily engaged in discourse, via posts or comments, on topics centered around feminism.
We then study the engagements between the Manosphere and these users to understand how
warning behaviors are influenced. At a high level, we identify participants in feminist discourse by
constructing a list of keywords associated with feminism and then identifying all users who made
any post or comment containing any of these keywords. This approach provides us with a dataset
containing most users who have ever engaged with feminism with a high recall rate of users highly
engaged with feminism — regardless of the valence of the discourse. We then filter out users who
did not meet the minimum threshold for engagement with feminism.
Defining participation in feminist discourse. Our goal is to first identify all the users who
engaged in any discussions related to feminism using only the textual content of their comments
and posts. For our purposes, a user comment or post is defined as related to feminism if any of our
pre-identified feminism keywords are contained in it. A user is said to have engaged in feminist
discourse if any of their comments or posts are related to feminism. Note that we do not restrict
the subreddits in which this discourse may have occurred. Therefore, we identify users who were
engaged in feminist discourse even in general communities such as r/politics, r/news, and r/art. This
provides two benefits: (1) we are able to understand how engagements with Manosphere members
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that occur outside a Manosphere community may influence users’ traits and (2) we are able to
identify communities that serve as a gateway to the Manosphere.
Curating a list of keywords related to feminist discourse. As mentioned above, we utilize a
list of keywords to identify comments and posts submission engaging with feminism. To create this
list of keywords, we begin with a manually curated seed list of 48 keywords and phrases (and their
variants) sourced by the authors from articles, communities, news, and books related to feminism
and associated topics. We do not distinguish between pro- and anti-feminist vocabularies. Our goal
in creating a seed list is not to capture a comprehensive list of keywords and phrases. Instead, we
aim to capture a sample of the keywords and phrases associated with a well-rounded set of topics
common to feminist discourse. Examples of words in this list include terms used in the discussion
of sexuality and objectification (e.g., me too, slut), careers (e.g., girl boss, equal pay, mansplain),
relationships (e.g., hypergamy, redpill), reproductive rights (e.g., abortion, prolife, prochoice), and
feminism (e.g., feminazi, patriarchy). We then use a snowballing method to grow our initial list of
keywords and phrases. First, we use word2vec [55] to construct word embedding over all unigrams,
bigrams, and trigrams in a random 10% sample of all the Reddit comments and posts in our dataset.
This allows us to capture words that are semantically related to feminism. A sample was necessary
due to the computational limitations associated with processing billions of comments and posts.
Next, for each n-gram in our seed list, we use the constructed word embedding to identify the
20 most similar, by meaning and context, n-grams. Each of these ten n-grams is then manually
validated and added to our list. Finally, for inclusion in the final list of n-grams, we include all
conjugations and variants of all n-grams contained in our list. Therefore, each entry in our list is
manually validated. Our final list contains 158 n-grams and their variants.
Identifying feminist discourse on Reddit. We begin by selecting all Reddit comments and
posts that contain any of the entries in our final list of n-grams. Unfortunately, a manual inspection
revealed several false positives — i.e., n-grams that were used outside the context of feminist
discourse. For example, the word ‘abortion’ was found to be used in the context of space travel
missions and bigram instances of ‘me too’ were found to be used for simple agreement with
statements unrelated to feminism.
Reducing the false positive rate. In an effort to reduce the false positive rates of our feminist
discourse dataset,we seek to include the semantics of the statements in our analysis. We clustered
all identified comments and posts by the context in which they were used. This was done by using
pre-trained BERT models [20] to convert each text submission into a vector form. These vector
forms automatically encode the context in which the contained n-gram was used. Next, 𝑘-means
clustering was used to cluster these vectors (and their associated texts) into 100 clusters. 𝑘 = 100
was selected based on its maximization of the silhouette coefficient metric [72]. Next, for each of
the 100 clusters, the authors manually analyzed ten randomly sampled texts and labeled them as
on-topic or off-topic. All texts in the clusters having only off-topic samples were then discarded as
false positives.
Selection of Reddit users for our analysis. By parsing the meta-data of all on-topic clusters
identified in the previous step, we identified a total of 779K Reddit users who had engaged in some
discussions (i.e., had at least one post or comment submission) related to feminism between 01/2015
and 08/2020. Since our study requires us to achieve statistical significance in our analysis of user
trait changes related to feminism, we discard all users having less than 20 submissions related to
feminism during this 68-month period. After this filtering, we were left with 12.7K Reddit users
whose engagement with the Manosphere was the subject of this study.
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3.3 Identifying Manosphere communities
Our work seeks to understand how users engaged in feminist discourse (obtained from the methods
described in §3.2) are influenced by engagement with the Manosphere on Reddit. This requires
us to identify Reddit communities that belong in the Manosphere. For this, we use prior research
by Ribeiro et al. [39] which identified 56 subreddits (comprising 22M posts and 779K unique
users) as Reddit’s Manosphere. These communities were identified by following references to
related subreddits identified on the subreddit Wiki pages of the most notable known Manosphere
communities on Reddit, including r/Incels, r/TheRedPill, r/MGTOW, and r/Braincels. Our study
focuses on the 68-month period between 01/2015 and 08/2020 during which only 50 of these
communities were active. In the context of our study, these 50 communities serve as the Manosphere.

3.4 Identifying relationships between events and traits
In this section, we outline the methods used to identify relationships between the events users
experience and the traits they exhibit. In later sections, we measure the events users experience
monthly related to participation, interactions, and perception. By identifying their relationship
with each of the traits, we answer our research questions seeking to identify the influence of
social engagements on warning behaviors. We employ two methods to determine whether an
event influences a trait: 1) Control-treatment comparative analysis and 2) Cohort based regression
analysis.
Control-treatment comparative analysis. To determine whether an event influences a trait,
we design a treatment-control comparative analysis. All of our analyses are conducted on users
active throughout the time of our study (i.e., from 01/2015 to 08/2020). The methods for measuring
traits and warning behaviors for each user in §2.1 yield 8 time series for each of the 8 traits listed in
Table 1. Similarly, for each user, we have collected the online events they experience along with the
date of the event. In our experiment, we seek to measure the effect of an event on the trait value of
a user. To this end, considering the event as the treatment, we compare the post-event trait value
of the treatment user with the post-event trait value of a matched control user. We construct our
treatment group from users who have experienced the event at least once. Whereas, our control
group consists of users who do not experience the event at all. To isolate the influence of the event
on the traits, for each trait, we create a treatment-control matched pair by matching each treatment
user with a control user based on the similarity of their pre-event trait values. We define pre-event
trait values as all monthly trait values from the first month of our study (i.e., 01/2015) until the
month of the event. To compute the similarity between the pre-event trait values of treatment and
control users, we use Dynamic Time Warping (DTW) [57]. DTW computes euclidean distances
between the points of two time series and provides the total distance between them as the sum
of the minimum distances. To validate our matching, we compute the average of the pre-event
trait values for each of the users. Next, we aggregate the pre-event trait averages of treatment and
control users separately. Using a test of significance, we determine whether the distribution of
pre-event trait averages are similar between the treatment and control groups. Performing t-tests
on these aggregates for each trait, we find all of our traits have treatment and control groups with
similar pre-event trait averages. After constructing the matched treatment-control pairs for each of
the trait, we compare the post-event traits of the matched users to find any significant differences.
For each pair, we represent the post-event traits as the mean of the trait values after the event
date. Finally, to measure the influence of the event, for each trait, we aggregate the post-event
trait from treatment users and compare them to the aggregated post-event trait of the matched
control users. For each trait, we compute the average difference between these two aggregates and
use t-tests to determine whether the difference is significant. We report the average percentage
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difference between treatment user experience compared to the control user along with whether
the differences were statistically significant (𝑝 > 0.05).
Cohort-based regression analysis To establish any immediate influence between an event
and the exhibited trait, we design a cohort-based regression analysis. As mentioned in §3.4 our
method to measure trait values for each user yields a time-series for each of the traits. Similarly, we
measure the events experienced by the users and represent them as time-series of events. In this
analysis, we seek to determine the average change in a trait value (Δ𝑡𝑖 ) following an event in the
prior month (𝑒𝑖−1). First, for each user, we compute the monthly change in their trait value (Δ𝑡𝑖 ) by
performing the first order difference of the time series of the trait. Next, for each user, we construct
a set of tuples consisting of their event value for a month and the trait changes the following month
(𝑒𝑖−1,Δ𝑡𝑖 ). This yields a set of tuples for each trait for each user. Next, for each of the trait, we
aggregate the sets of tuples over all users giving us a single set for each trait. Given that for each
trait, we have a set with data points containing the magnitude of event experienced in a month and
the change in the trait value exhibited in the next month we seek model this relationship using a
linear We perform linear regression on the set of tuples with change in the trait values (Δ𝑡𝑖 ) as the
dependent variable and the event 𝑒𝑖−1 as the explanatory variable (Δ𝑡𝑖 = 𝛼 + 𝛽 · 𝑒𝑖−1). Coefficients
of the event in the linear regression model 𝛽 represents the influence of the event on the trait
the following month. In our results, we report the coefficients as the percentage change in trait
a single instance of event influences along with whether the influence is statistically significant
(𝑝 < 0.05) as reported by the regression model. Using linear regression to measure the influence of
the explanatory variable on the dependent variable has been well studied and documented [56].
Prior works have employed regression to, for example, measure the influence of social factors on
joining a community [63].

4 PARTICIPATION

Overview. Online communities are fundamental to the structure of Reddit. Participation in a
community, by way of making a post or comment within it, signals an interest in the discourse
ongoing within it. In this section, we answer RQ1: How does participation in the Manosphere commu-
nities influence the traits associated with Radicalization? We analyze the influence of participation
within the Manosphere at multiple levels. Specifically, when measuring the influence of partici-
pation in the Manosphere on a users’ traits, we consider participation defined by (§4.1.1) joining
a Manosphere community, (§4.1.2) regular commenting and posting inside the Manosphere, and
(§4.1.3) the creation of epistemic participation bubbles (i.e., regular commenting and posting that is
isolated to the Manosphere). We note that our definition does not include observational engagement
in the community where the user does not make a submission and only browses the content (i.e.,
‘lurking’). For our analysis to uncover the influence of each type of participation on warning behav-
iors described in §2.1), we use a combination of the control treatment analysis and cohort-based
regression analysis methods described in §3.4. A summary of all our results is provided in Table 2.

4.1 Methods
4.1.1 Impact of joining the Manosphere. We begin our study on the influence of participation in
the Manosphere by analyzing how the act of joining the Manosphere impacts warning behaviors
of users. We say that a user has joined the Manosphere when they make their first comment or
post within any Manosphere community. To measure the impact of joining the Manosphere on
the warning behaviors, we perform our comparative control treatment experiment described in
§3.4. In this case, the ‘treatment’ is considered to be the event of joining the Manosphere. We first
create our treatment group by selecting all users who joined the Manosphere between 06/2015 and
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Warning behavior Joining (§4.1.1) Regular participation (§4.1.2) Epistemic bubbles (§4.1.3)
Δ𝐶𝑇 Δ𝐶𝑅 Δ𝐶𝑇 Δ𝐶𝑅

Fixation 65 0.80 125 2.80
Grievance 4 0.05 1 0.02
Power 6.9 0.05 1 0.04

Anger 19 0.16 8 0.12

Negativity 6.5 0.02 4 0.03
Toxicity 24 0.03 12 0.11

In-group -3.4 -0.01 -9 0.1
Out-group 10.8 0.07 7 0.02

Table 2. Summary of results: Influence of participation in the Manosphere on warning behaviors. Δ𝐶𝑇
represents the measured percentage difference in the corresponding trait between the treatment and control
group in the control treatment analysis. Δ𝐶𝑅 represents the percentage change in the trait per unit increase in
the participation metric in our cohort-based regression analysis. Bold values indicate statistically significant
(𝑝 < 0.05) differences.

02/2020. Next, we match each treatment user with a control user, who has never participated in
the Manosphere, based on the similarity of their history of warning behaviors prior to the joining
date of the treatment user. This user similarity is computed using Dynamic Time Warping (DTW)
[57] as described in §3.4. A KS-test confirms the goodness of this matching by finding no statistical
difference between the two groups, along any warning behavior, prior to the treatment being
applied. Our user matching is a best-effort attempt at removing any latent confounding variables
that might impact our control treatment comparative analysis. Finally, for each of the warning
behaviors, we measure the difference in the values of the treatment and control group after the
treatment’s joining date and determine whether the difference is statistically significant using a
𝑡-test (𝑝 < 0.05). Observing a statistically significant change in any of the warning behaviors would
suggest influence from joining the Manosphere on that warning behavior.

4.1.2 Influence of regular participation in the Manosphere. Next, after measuring the impact of
joining the Manosphere we now use our cohort-based regression analysis to understand how the
magnitude of participation within the Manosphere influenced user traits. Put another way, how
much of an impact does a single Manosphere participation event (in this case, a post or comment
submission) have on a users’ warning behaviors? For this analysis, we focus exclusively on the
users who have participated in the Manosphere. We use the regression analysis approach described
in §3.4. We consider the submission of each post or comment as a ‘participation event’. Then,
for each of the 68 months in our study and for each Manosphere participant, we compute the
number of participation events occurring in that month. Finally, we use our month-to-month trait
change measurements computed for each of these users, to obtain a set of (𝛿trait, eventparticipation)
tuples where each tuple represents the change in a trait from the prior month and the number of
participation events that occurred in the prior month. We use these tuples to compute the regression
coefficients associated with each trait using the trait changes as the dependent variable and the
participation events as the exploratory variable. The regression coefficient associated with each trait
represents the percentage increase that occurs in the corresponding trait from each participation
event. A statistically significant (𝑝 < .05) positive coefficient for a warning behavior would suggest
that each submission in the Manosphere positively influences the corresponding warning behavior.
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4.1.3 Influence of epistemic participation bubbles in the Manosphere. Finally, after measuring the
impact of joining followed by the influence of regular participation in the Manosphere, we measure
the influence of disproportionate participation in the Manosphere on user traits. Prior work on
radicalization and extremism has frequently demonstrated the influence of epistemic bubbles
in the adoption of extreme ideologies. Epistemic bubbles occur when users isolate themselves,
either voluntarily or through algorithmic personalization, by limiting the sources of information
to a selected few conforming to their beliefs. This often leads to the user developing a distorted
view of reality which facilitates radicalization. For our analysis, we determine the impact of
disproportionately high participation in the Manosphere on each of the warning behaviors. By
participating exclusively in the Manosphere, a user could develop a depraved and dangerous
understanding of feminism which could then transform into misogynistic radicalization.

To measure the influence of isolated and disproportionate participation in the Manosphere, we
first measure the proportion of each users participation inside the Manosphere. A user’s proportion
is represented by the percentage of their total submissions made inside the Manosphere in a month.
A higher percentage would suggest a lack of diversity in their community participation. We perform
two analyses: First, we conduct a control treatment analysis, as described in §3.4, to identify how
traits are influenced in users with higher than median participation in the Manosphere. Second, we
perform a regression analysis, as described in §3.4, to uncover the changes in traits caused by a
single percentage increase in the proportion of Manosphere participation.
Control treatment analysis. We consider the ‘treatment’ in our analysis to be a high ratio of
participation in the Manosphere. Therefore, as our treatment group, we select the Manosphere
participants with higher than median participation ratios. Using the same matching methodology as
before, we construct our control group by matching each of the treatment users with a Manosphere
participant not belonging in the treatment group and having the most similar measures of warning
behaviors prior to joining the Manosphere. We then compare the measures of the warning behaviors
occurring in the control and treatment groups and test the significance of their differences.
Regression analysis. For this analysis, we consider an event to be a unit percentage increase in the
ratio of participation in the Manosphere. Then, using the same approach as before, we compute the
regression coefficient associated with each trait. This coefficient represents the percentage change
in the trait value per unit percentage increase in a users’ Manosphere participation ratio.

4.2 Results

Joining the Manosphere significantly increases the prominence of nearly all warning
behaviors. The results of our control treatment comparative analysis are illustrated in the Joining
column in Table 2. The results are alarming and show that the act of joining the Manosphere, by
way of making a post or comment submission, results in the subsequent statistically significant
increase in all but one warning behavior (in-group identification). Most prominently, in comparison
to their similar counterparts in the control group, we see that users who join the Manosphere
exhibit a 65% increase in fixation on feminist discourse, 24% increase in submissions classified as
toxic, and 19% increase in usage of words associated with anger. Further, the act of joining the
Manosphere appears to result in the formation of an ‘out-group’ which increased by 10.9%. These
results support prior research by ethnographers that have suggested that the Manosphere now
serves as a platform devoted (increased fixation) to expressing anger and hatred (increased anger
and toxicity) towards women (increased out-group identification).
Even a single participation event can increase language- and outlook-based warning
behaviors. The results from our regression analysis are illustrated in the Regular participation
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column in Table 2. Traits in the language and outlook warning behaviors alone observe any
statistically significant increases from a single participation event. Specifically, fixation (+0.8%),
negativity (+0.02%), toxicity (+0.03%), and grievances (+0.05%) all have statistically significant
changes per submission. These increments can be explained as a consequence of adopting ideologies
from the Manosphere and conforming to their norms. Further, they serve to highlight how delayed
platform administration and moderation decisions can harm the quality of online discourse and our
ability to prevent radicalization. After all, in some respects, these measured coefficients show the
harms caused to the user and the broader community that occur from allowing a single participation
event in the Manosphere.
Disproportionate participation increases fixation and outlook-based warning behaviors.
The results from our analyses are illustrated in the Epistemic bubbles columns in Table 2. Similar
to our previous findings, the most notable increases in both our analyses are in the feminism
fixation trait. Our control treatment analysis shows that users exhibiting higher than median
Manosphere participation ratios are 125% more fixated on feminism than their similar counterparts
and a unit percentage increase in this ratio is associated with a 2.80% increase in the users’ fixation.
Similarly, users with higher than median ratios of Manosphere participation also appear to exhibit
more negativity (4%) and toxicity (12%) than their counterparts. Further, each unit percentage
increase in this ratio is associated with a 0.03% and 0.11% increase in these traits, respectively. These
results highlight the importance of avoiding epistemological bubbles and support prior research
highlighting the role of such bubbles in polarization and radicalization.

4.3 Takeaways
Taken all together, our results show that engaging, by way of participation, with Manosphere
communities does cause significant increases in traits associated with radicalization. This finding
suggests the role that these communities play in contributing to our increasingly radical and
polarized discourse. Further, our results highlight the importance of effective and timely platform
moderation and administration — after all, we see that even small amounts of participation have a
significant influence on a user’s warning behaviors.

5 INTERACTION

Overview. In §4 we exclusively focused on the influence of user participation inside a Manosphere
community. In this section, we focus on understanding how traits are influenced by repeated
interactions with elite members of the Manosphere on communities outside the Manosphere. This
allows us to answer RQ2: How does repeated interaction with elite Manosphere members outside the
Manosphere influence the traits associated with radicalization? This question is motivated by prior
literature which, in the context of conspiracy theories, demonstrated the important role of online
user-to-user interactions in influencing users to join communities or adopt ideologies [63]. For
our purposes, we consider comments made on another users’ posts and replies to other users’
comments as an interaction. These interactions imply user engagement with other individuals
on a particular topic. We characterize each user-to-user interaction into one of two groups based
on the direction of interaction with the Manosphere member: (§5.1.1) a solicitation interaction
where a non-member user initiates the interaction with a Manosphere member and (§5.1.2) a
recruitment interaction where a Manosphere member initiates the interaction with a non-member
user. Interactions can be initiated by replying to a post or comment Since we are only interested in
interactions involving elite Manosphere members, we restrict our analysis to interactions involving
the top 10% of most active Manosphere members who demonstrate any warning behavior in the
top 10% of all other Manosphere members. In total, this included 931K interactions involving
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Warning behavior Solicitation interactions (§5.1.1) Recruitment interactions (§5.1.2)
Δ𝐶𝑇 Δ𝐶𝑅 Δ𝐶𝑇 Δ𝐶𝑅

Fixation 150 0.9 99 0.13
Grievance 4 0.12 5 0.05
Power 8 0.13 10 0.04

Anger 16 0.15 25 0.02

Negativity 16 0.04 5 0.01
Toxicity 14 0.05 7 0

In-group -3 0.17 -2 0.07
Out-group 8 0.07 21 0.02

Table 3. Summary of results: Influence of interaction in the Manosphere on warning behaviors. Δ𝐶𝑇 represents
the measured percentage difference in the corresponding trait between the treatment and control group in
the control treatment analysis. Δ𝐶𝑅 represents the percentage change in the trait per unit increase in the
interaction metric in our cohort-based regression analysis. Bold values indicate statistically significant (𝑝 <
0.05) differences.

1,325 Manosphere members and 5.3K other users. In our analysis, we use our control treatment
comparative and cohort-based regression analysis to understand the influence of each of these
interactions. A summary of our results is provided in Table 3.

5.1 Methods
5.1.1 Influence of solicitation interactions. A solicitation interaction is said to have occurred when a
user initiates an interactionwith an eliteManospheremember. A key difference between recruitment
and solicitation, for our purposes, is that it is far more likely for a user to have engaged with the
elite Manosphere member on a particular topic in the solicitation-type interaction as compared
with recruitment. Our analysis seeks to measure whether engaging with content submitted by elite
Manosphere members by interacting with it influences warning behaviors. We measure solicitation-
type interactions by identifying and counting all comments and replies made by users who have
engaged in feminist discourse (Cf. §3.2) to a submission made by an elite Manosphere user in a
community outside the Manosphere. We then count each of these interactions as an event and
compute the number of such events in each of the 68 months of our study. The median number of
solicitation interactions that users in our dataset have with elite Manosphere users is 3/month.
Control treatment analysis. We consider the ‘treatment’ in our analysis to be a higher-than-median
number of solicitation interactions with elite members of the Manosphere in communities outside
the Manosphere. Therefore, our treatment group consists of users who have more than three
solicitation-type interactions per month with elite Manosphere members. The time at which the
‘treatment’ is applied for these users is the date on which their third solicitation interaction occurs.
For each of these treatment group users, we use our standard matching process to identify the user
who has had no interaction with elite Manosphere members and has the most similar measures of
warning behaviors (in the months prior to the treatment being applied to the treatment user). We
add these users to our control group. We find that the pre-treatment distributions of each warning
behavior are statistically indistinguishable using the KS-test for goodness of fit (𝑝 < .05). Next, we
compare the distributions of each warning behavior between the treatment and control groups
to find any significant differences that emerge after the application of the treatment. Observing
a statistically significant post-treatment difference in any of the measured warning behaviors
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between the two groups would suggest an influence from multiple solicitation-type interactions
with Manosphere elites.
Regression Analysis. For our regression analysis, we consider an event to be a solicitation-type
interaction with a Manosphere elite. For each user in our dataset having a solicitation-type in-
teraction with a Manosphere elite outside the Manosphere, we count the number of these events
occurring during each month. We then use the trait measure changes that occur within each month
to build the (𝑒𝑖−1,Δ𝑡𝑖 ) tuples which represent the change in a trait from the prior month and the
number of solicitation-type interaction events that occurred in the prior month for each user
and for each month in our dataset. Finally, we compute the linear regression coefficient for each
trait. This coefficient represents the change in trait value observed per unit increase in number of
solicitation-type interactions with Manosphere elites.

5.1.2 Influence of recruitment interactions. A recruitment interaction is an interaction that is
initiated by the elite Manosphere member. Prior research focusing on the radicalization of incels and
white supremacists notes that coordinated individuals in extremist online communities are common
to aid the spread of their ideologies [25, 88]. Such efforts involve the recruiters’ participation in
mainstream (often, non-political) communities where they share their grievances and ideologies
in attempt to influence users by way of eliciting sympathetic or agreement reactions. As noted
by accounts from ex-radicals, these recruitment attempts can often lead to the realization of false
grievances and the subsequent adoption of dangerous or extreme ideologies. Our approach for
measuring the influence of recruitment interactions is similar to the methods used for solicitation
interactions. We measure recruitment-type interactions by identifying and counting all comments
and replies made by Manosphere elites to posts or comments from users who have engaged in
feminist discourse (Cf. §3.2) in communities outside the Manosphere. We consider each of these
interactions as an event and compute the number of such events in each of the 68 months of our
study. The median number of recruitment interactions that users in our dataset experience are
1/month.
Control treatment analysis. Similar to before, we consider the ‘treatment’ in our analysis to be a
higher-than-median number of recruitment interactions with elite members of the Manosphere.
Therefore, our treatment group consists of all users who experienced at least one recruitment
interaction in a non-Manosphere community. We then repeat the identical matching process to
create a control group of users with similar traits and no recruitment interactions. As before, we
measure the statistical significance of the differences in trait distributions between the control
and treatment groups prior to and after the treatment is applied. We then attribute any measured
statistically significant difference between the two groups after the treatment is applied to the
treatment user being the subject of a recruitment interaction with the Manosphere elite.
Regression analysis. We use the same approach as the regression analysis described for solicitation
interactions (Cf. §5.1.1) to obtain (𝑒𝑖−1,Δ𝑡𝑖 ) tuples for each trait, user, and month (𝑖). Each of these
tuples indicates a users’ change in a measured trait value from the prior month and the number of
recruitment interactions experienced by the user in the prior month. As before, we compute the
regression coefficient for these tuples to identify the influence of a unit increase in the number of
recruitment interactions on each trait.

5.2 Results

All warning behaviors are exacerbated by solicitation interactions with Manosphere
elites. The results from our analyses are illustrated in the Solicitation interactions columns in
Table 3. We find that all traits are positively influenced by solicitation-type interactions with elite
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Manosphere members that occur outside the Manosphere. The most notable increases occur in
the traits associated with fixation, anger, and the outlook-related traits of negativity and toxicity —
with our treatment users showing nearly 2.5× higher fixation and 14-16% higher anger, negativity,
and toxicity than users who never interacted with Manosphere elites. Our regression analysis
shows that even the cost of a single solicitation-type interaction with Manosphere users is high
and causes statistically significant increases of 0.05% - 0.90% in warning behavior measures. These
results are similar to our findings on the influence of joining a Manosphere community. What is
more concerning here, however, is the fact that even interactions that: (1) are not initiated by the
Manosphere elite and (2) occur outside the Manosphere can have such a pronounced influence on
a user. In fact, further analysis shows that a large number of these solicitation interactions occur in
general subreddits such as r/AskReddit, r/politics, and r/unpopularopinion where 4.5%, 3.3%, and 1.3%
of all solicitation interactions took place. However, the large majority of solicitation interactions
were generally found to be in other known toxic communities such as r/KotakuInAction which was
the original home of GamerGate, r/TumblrInAction, and r/The_Donald.
Recruitment interactions are generally less influential than solicitation interactions
but have a stronger influence on out-group identification and anger. The results of our
analyses are illustrated in the Recruitment interactions columns in Table 3. We find that recruitment
interactions also positively influence nearly all warning behaviors. However, when comparing
such interactions with solicited interactions, we note several key differences. First, our regression
analyses show that the influence of a single recruitment interaction on a user is much lower
than the influence of a single solicitation interaction, while our treatment control analysis results
are generally in the same ballpark. This suggests that recruitment efforts might be targeted and
require multiple contacts with the user. Second, our control treatment analysis shows that users
in our treatment group experienced much higher increases in the measures of anger and out-
group identification when they experience a recruitment interaction (compared to a solicitation
interaction). This suggests the nature in which recruitment interactions are effective — they are able
to cause their subjects to exhibit anger and instigate the formation of an out-group. Although, based
on our analysis we cannot conclude whether their texts achieve both simultaneously and whether
the target of their anger and constructed out-group are women. Supporting previous theories
on recruitment into radical groups, further analysis shows that the majority of such interactions
occurred in general subreddits such as r/AskReddit, r/politics, r/news, r/worldnews, r/movies, r/pics,
and r/nfl. These mainstream subreddits together were the home to 16% of all identified recruitment
interactions.

5.3 Takeaways
Our study on the influence of interaction with Manosphere elites shows that they are very effective
at increasing measures of warning behaviors. We also uncover key differences in the effects of
interactions that are initiated by the user (solicitations) and interactions that are initiated by the
elite (recruitment). Notable amongst these is the venue in which interactions occur and the warning
behaviors that they exacerbate. We hypothesize that some of these differences can be attributed to
the ‘control’ that elites possess over recruitment interactions which allows them to target vulnerable
individuals or ideological sympathizers.

6 PERCEPTION

Overview. Social status is a critical component in Reddit’s structure. Being a crowdsourced content
aggregator, Reddit relies largely on the concept of social status to motivate users to create and share
content. The social status system on Reddit is composed of upvotes, downvotes, and Karma which is
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Warning behavior Rejection outside the Manospehere(§6.1.1) Acceptance in the Manosphere (§6.1.2)
Δ𝐶𝑇 Δ𝐶𝑅 Δ𝐶𝑇 Δ𝐶𝑅

Fixation 35 0.6 137 1.44
Grievance 2 -0.01 6 1.4
Power 3 0.03 8 1.3

Anger 16 0.13 18 2.1

Negativity 14 0.19 8.5 0.66
Toxicity 31 0.25 25 1.25

In-group -7 0.01 3 -0.73
Out-group 3 0.03 15.6 1.59

Table 4. Summary of results: Influence of social status within and outside the Manosphere on warning
behaviors. Δ𝐶𝑇 represents the measured percentage difference in the corresponding trait between the treatment
and control group in the control treatment analysis. Δ𝐶𝑅 represents the percentage change in the trait per unit
increase in the perception metric in our cohort-based regression analysis. Bold values indicate statistically
significant (𝑝 < 0.05) differences.

the sum of upvotes and downvotes received by the user across all of their submissions. Other than
determining the visibility of the content, the score a submission receives also reflects the value
it provides for the community. Apart from motivating users to participate social status systems
can also be exploited or can cause adverse effects on user behavior. Social science and psychology
research studies have shown the significant role of social rejection in the process of radicalization
and adoption of extreme ideologies [36, 42, 69]. Similarly, social acceptance by extremist groups
might also have radicalizing influence. In this section, motivated by the above theories and using
Reddit’s voting mechanism and karma as a proxy for social status, we focus on answering RQ3: How
does social status within and outside the Manosphere influence traits associated with radicalization?
In our analysis, we consider the influence of: (§6.1.1) rejection from non-Manosphere communities
which we measure by counting the number of user submissions having negative karma — i.e.,
more downvotes than upvotes which results in it being hidden from other Redditors and (§6.1.2)
acceptance from Manosphere communities which we measure by counting the number of user
submissions having higher-than-median karma within the Manosphere. Similar to our methods in
§5, we conduct a control treatment comparative and cohort-based regression analysis. A summary
of our results is provided in Table 4.

6.1 Methods
6.1.1 Influence of social rejection from non-Manosphere communities. In this section, we seek to
determine whether being negatively received by the general public can facilitate increases in the
warning behaviors associated with radicalization through feelings of rejection and alienation. As
mentioned earlier, research into the process of radicalization has noted the role of social rejection
as a pathway to radicalization. In our analysis, we measure whether being negatively received from
outside of the Manosphere can influence a user’s warning behaviors. We use Reddit’s content voting
mechanics to obtain a proxy for social rejection. We begin by analyzing the number of upvotes and
downvotes received in each post or comment submission made by all users who participated in
feminist discourse (Cf. §3.2). For each of these users, we count the number of submissions made
outside the Manosphere that received a greater number of downvotes than upvotes. We consider
each of these submissions to constitute one event of social rejection. We make this characterization
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because: (1) such an event signifies general mainstream disagreement with the content of the
submission and (2) submissions that have a negative score are generally hidden from view by
Reddit. We count the number of such events that occur for each month in our study for each user in
our dataset. A higher number of such events occurring in a month signifies a higher experience of
social rejection from non-Manosphere communities. We find that the median number of rejection
events experienced by users in our dataset was 5/month. Note that in this analysis, we do not
distinguish between members of the Manosphere and other users. Instead, we are interested in
obtaining a general understanding of how social rejection influences warning behaviors.
Control treatment analysis. We consider the ‘treatment’ in our analysis to be a median or higher-
than-median number of social rejection events occurring outside the Manosphere communities.
Therefore, our treatment group consists of all users who experienced at least five rejection events
per month outside the Manosphere. The time at which the treatment is applied is the date on
which their fifth rejection event occurs. For each of these treatment users, we use our standard
matching method to find a user who has less than five social rejection events and shares similar
measures of warning behaviors as the pre-treatment treatment user. We add this user to our control
group. We then use the KS-test to verify the goodness of fit of the pre-treatment distributions of the
control and treatment group (𝑝 < .05). Following this, we compare the distributions of each warning
behavior measured post-treatment for the two groups. Observing statistically significant differences
here would suggest an influence of social rejection on the corresponding warning behaviors.
Regression analysis. We use our standard regression analysis set up to derive (𝛿trait, eventrejection)
tuples for each trait, user, and month. Each of these tuples indicates a user’s change in a measured
trait value from the prior month and the number of social rejection events experienced by them in
the prior month. Finally, we compute the linear regression coefficient for these tuples to identify
the influence of a unit increase in social rejection events on each warning behavior.

6.1.2 Influence of social acceptance from the Manosphere. Research has shown that individuals
seeking acceptance, validation for their grievances, and a sense of belonging will change their own
behaviors and adopt ideologies of a group that demonstrates social acceptance. We test this insight
in the context of the Manosphere by analyzing if being positively received by the Manosphere
can facilitate increases in the warning behaviors associated with radicalization. To measure social
acceptance inside the Manosphere, we collect all submissions made in the Manosphere for each
month. Next, we calculate the median karma score received by each comment or post submission.
This score was 28.75 votes — i.e., , the median difference between the number of upvotes and
downvotes received by a submission was 28.75. For each Manosphere member, we then count the
number of submissions that received a higher-than-median karma score. We define each of these
as a social acceptance event. We make this characterization because: (1) such an event signifies
agreement with the community at large and (2) posts and comments with higher karma scores
are promoted in subreddits and threads, making them more visible to more users. We find the
median number of acceptance events experienced by Manosphere members inside the Manosphere
is 1/month.
Control treatment analysis. We consider the ‘treatment’ in our analysis to be amedian or higher-than-
median number of acceptance events occurring inside the Manosphere. Therefore, our treatment
group consists of all users who experienced at least one acceptance event inside the Manosphere.
The time at which the treatment is applied is when the first acceptance event has occurred. Next,
we match each treatment user with another Manosphere member who shares similar pre-treatment
warning behavior measures but has no acceptance events inside the Manosphere. These matched
users are added to our control group. As before, we validate our groups using a goodness of fit test
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on their pre-treatment behaviors and compute the group differences and statistical significance
in their post-treatment warning behaviors. Observing statistically significant differences here
would suggest an influence of social acceptance in the Manosphere on the corresponding warning
behaviors.
Regression analysis. We use our standard approach to derive the (𝛿trait, eventacceptance) tuples for
each trait, user, and month. Each of these tuples indicates a users’ change in a measured trait value
from the prior month and the number of social acceptance events experienced by them in the
prior month. Finally, we compute the linear regression for this collection of tuples to identify the
influence of a unit increase in social acceptance events on each warning behavior.

6.2 Results

Social rejection strongly influences outlook-based warning behaviors. The results of our
analyses are illustrated in the Rejection outside the Manosphere columns in Table 4. Once again,
in our control treatment analysis, we find that social rejection has a significant influence on all
measured warning behavior. Our regression analysis, on the other hand, shows that the changes in
warning behaviors for a single rejection event are marginal and statistically insignificant except in
the cases of fixation, negativity, and toxicity. Notable among these influences is the sharp increase
in the outlook-based warning behaviors of negativity and toxicity. The increases in these traits are
much higher for social rejection events than any of the other events considered in our research. The
control treatment analysis shows that users who experience higher-than-median social rejection in
the prior month will demonstrate a 31% higher measure of toxicity in the following month when
compared to a similar user in the control group. Along similar lines, we see that each recorded
rejection event experienced by a user causes a 0.25% increase in their toxicity measure for the
following month. Interestingly, we find that rejection events result in a decrease in measured
in-group identification (7% lower than the control group), suggesting that rejection in fact might
result in loss of a sense of belonging. As a whole, these results suggest that platforms that provide
mechanisms for social rejection of users might only spur the rejected user to become increasingly
toxic, fixated, angry, and negative.
Social acceptance in the Manosphere can lead to high increases in measures of warning
behaviors even with a few occurrences. The results of our analyses are illustrated in the
Acceptance in theManosphere columns of Table 4. As expected, we see that fixation is most influenced
by social acceptance in the Manosphere with our treatment users experiencing a nearly 2.4×
higher post-treatment measure in comparison to the control users. Each social acceptance event
corresponds to a 1.4% increase in fixation on feminism. Other highly influenced traits are toxicity
(25% more than control group and 1.25% increase per event), anger (18% more than control group
and 2.1% increase per event), and out-group identification (15.6% more than control group and 1.59%
increase per event). Of note is the influence of a single acceptance event on the traits exhibited in
the following month. Our regression analysis shows that a single acceptance event can have orders
of magnitude higher influence on warning behaviors than a single instance of any other event
considered in our study. Generally, our results support previous research indicating that group
acceptance can lead to the adoption of the group ideology and behavior.

6.3 Takeaways
Our analysis shows that community perception of a user can be a significant driver of user behavior.
Specifically, we find that Manosphere users who experience high amounts of rejection are likely
to exhibit high increases in negativity, toxicity, and anger. Unfortunately, we also see that just a
single instance of social acceptance inside the Manosphere can cause significant increases in all
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warning behaviors — suggesting the effects of validation on extremist behavior can result in its
stronger exhibition. Taken together, these results suggest the importance of community behavior
in preventing radicalization.

7 DISCUSSION
In this section, we place our findings in the context of future of platform governance and our
understanding in the Manosphere and highlight the limitations of our study.

7.1 Implications of our findings
Our research provides the following insights into how user engagement with the Manosphere can
influence warning behaviors associated with radicalization.
Participation in the Manosphere causes a significant increase in language- and outlook-
based warning behaviors (§4). Our findings on the influence of participation highlight the
important role that platform administrators andmoderators play in preventing the spread of harmful
ideologies and radical behavior. Specifically, we see the potential impact that delayed community
moderation decisions can have on the users of a platform. After all, each participation event that a
user is able to have with a problematic community (in our work, the Manosphere) appears to have
a significant and harmful influence on multiple aspects of their behaviors. Unfortunately, the sheer
size of online platforms results in the fundamental impossibility of simultaneously achieving timely,
fair, and high-quality community moderation decisions. Consequently, community moderation
today remains largely reactive in the sense that communities are allowed to exist until particularly
egregious violations are widely reported. Recent research has shown, however, the promise of
continuous tracking of communities and their characteristics to help in the early identification
of dangerous communities. However, in the absence of nuanced intervention approaches (i.e.,
more fine-grained than banning or quarantining a community), the applicability of these early
identification approaches is limited. Another approach that platforms might consider mitigating
the possibility of a user engaging with harmful communities is via changes in platform mechanics
and exposure that users have to non-mainstream communities that they are not a part of. As an
example of one such success: until recently, the front page of Reddit displayed a collection of posts
from the entire platform based on their rising popularity. This inadvertently became the subject of
manipulation by ideologically radical communities by having all their users simultaneously engage
with a post to have it reach the top of Reddit’s front page which subsequently led to large numbers
of new users joining their community. This problem was finally addressed by Reddit in 2020 when
they changed the default mechanics of the front page so that it only displayed content from white
listed subreddits. Consequently, the rate of users joining problematic communities they previously
were not aware of has reduced.
Manosphere elites are effective propagators of radical traits even outside the Manosphere
(§5). Our findings regarding the power of Manosphere elites is particularly concerning because of
the fact that this power is effectively addressed even outside the Manosphere. Beyond shedding
light on how recruitment into extremist groups may occur, our findings also bring to light the
challenges associated with the (pseudo-) anonymity provided by online platforms. Online platforms
provide a safe harbor for interactions between individuals whose motives and backgrounds remain
largely unknown to each other. By providing a short, effective, and accessible synopsis of a user’s
participation history to any other user who might interact with them, it is possible that the influence
that extremist users possess will diminish. Although Reddit does provide the ability to study the
post and comment history of an individual, this information is unavailable to users in a usable
manner. Instead, users have to click on a user profile link that navigates them away from the
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page they are currently on and scroll through pages of posts and comments to understand the
background of the person they are interacting with.
Warning behaviors are influenced heavily by community perception (§6). Our findings
suggest the need for improvements in the fundamental mechanics of online social platforms and
their content curation systems. Content curation systems in discussion-based platforms such as
Reddit have a heavy reliance on user-driven mechanisms such as voting, commenting, or liking.
Although these mechanisms do facilitate more enjoyable experiences for the majority of users
of the platform, they present a problem. As our research shows, they become problematic when
they can be leveraged to explicitly signal rejection from the community and subsequently result
in increasingly unhealthy reactions such as increasing the rejected user’s warning behaviors. As
demonstrated in our social acceptance analysis, they also pose a problem in communities where
extremist ideologies are the norm and questioning and dissenting voices are suppressed (or literally
hidden from the view of other community members). In effect, this creates an echo chamber that is
created by community members and not platform algorithms. Finally, by demonstrating the effects
of outright rejection, our work also shows the responsibility that users have to be civil with each
other.
Future research directions. The implications detailed above highlight some platform-level
design and administration strategies that could be adopted to prevent the spread of extremism. Our
research suggests another interesting direction for future research: using observational textual data
for the development of nuanced interventions for the prevention of user radicalization. Importantly,
our methods for tracking changes in warning behaviors and measuring events that influence
these changes have the potential to help us: (1) identify when a user might be in need of an
intervention, (2) identify when a user might be receptive to an intervention, and (3) understand
the most opportune time during which interventions might be applied to effectively prevent the
radicalization of vulnerable users by extremist groups. In addition, the metrics used in this research
for tracking warning behaviors are usable as measures of the effectiveness of deradicalization
strategies.

7.2 Limitations
Our work is fundamentally a ‘best-effort’ observational study aimed at understanding how social
user-to-user engagement with the Manosphere influences an individual’s warning behaviors. Some
of these limitations arise simply because of the observational and textual nature of the data that we
engage with and others due to possibly incomplete datasets.
Reliance on observational data. The fact that our data is observational prevents us from
performing “gold standard” causal analysis experiments (e.g., randomized control studies) that
allow us to draw indisputable and reliable conclusions regarding the effects of engagement with the
Manosphere. We navigate around this limitation by instead using two well established statistical
approaches (case-control and cohort-based regression analysis) to draw causal inferences from
observational data. Despite their wide use in prior observational data analysis and our best efforts
to consider latent confounders, these analyses approaches run the risk of containing confounding
biases that impact the conclusions of our study.
Reliance on text analysis approaches to identify warning behaviors and traits. Identifying
warning behaviors in an individual is a complicated process. The warning behaviors used in our
study were explicitly designed by psychologists to be identified through mixed-method studies
including surveys of and interviewswith the subject. Unfortunately, this is not feasible when seeking
to understand the mechanics of online radicalization at scale. In recognition of the importance of
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this problem, previous research has validated many text analysis approaches for measuring these
warning behaviors. In our work, we restrict ourselves to only using these validated approaches
and the corresponding nine traits. Further, our goal is only to identify engagements that result in
a statistically significant increase in a measured trait and not to identify radicalized individuals.
This allows our trait measurement approaches some room for error since we only need them to be
reliable enough so that a statistically significant increase in their value maps to an increase in the
users’ real world exhibition of that trait. Unfortunately, by only relying on validated approaches we
are faced with an incomplete picture of how the Manosphere influences individuals. For example,
we are unable to identify the influence of real world social factors.
Possible incompleteness of our datasets. Our analyses required us to perform: (1) filtering of
users engaged in feminist discourse and (2) identification of Manosphere communities on Reddit.
Both are possible sources of incompleteness in our analysis.
Filtering users engaged in feminist discourse. Our approach for identifying users engaged in feminist
discourse required the development of a seed list of n-grams from which snowballing was used
to develop a more complete list (§3.2). Despite our best efforts (which included validation from
multiple authors) to build a comprehensive seed list, it is possible that the set of n-grams used in
our filtering ignored hot-button topics in feminist discourse. We note, however, that our goal in this
filtering was to find users who were engaged in feminist discourse and not to analyze the filtered
comment and post submissions. Therefore, the impact of this source of incompleteness is reduced by
the high likelihood that our identified users may have engaged with the topics not covered by our
keyword list. This would only lead us to have not included users who were solely engaged in a
niche sub-topic related to feminism.
Identifying Manosphere communities. Our study seeks to understand how engagement with the
Manosphere influenced a users’ warning behaviors. This required us to develop a set of communities
that belonged to the Manosphere. Our approach was to rely on a list of subreddits curated by
prior work [39]. Taken together, these communities involve participation from 835K unique users.
Although it is possible that this list is incomplete, we believe that the list is sufficient to understand
how engagement with the Manosphere generally impacts user traits.

8 RELATEDWORK
Our work serves to better understand how online platforms facilitate the development of traits and
warning signs associated with radical and extremist behavior. More specifically, we make two key
contributions in the research area of understanding the adoption of extreme ideologies. First, our
work explores the role of social engagements fundamental to online platforms as pathways toward
the adoption of radical and extremist behavior. Second, our work contributes to studying online
misogyny and anti-feminism by exploring how social engagements around the Manosphere can
facilitate misogynistic radicalization.
Identifying online radicalization. Research on online radicalization has been generally focused
on identifying radical and radicalizing individuals online. It borrows heavily from prior research in
threat assessment toolkits by employing already validated warning signs curated in the tooolkits
to identify online radicalization. Borrowing from Meloy et al., who motivated shifting the use
of threat assessment toolkits from controlled environments to a more normal and naturalistic
environment, Cohen et al. have mapped a few relevant warning signs categorized in TRAP-18 for
the identification of extreme behavior online [17]. The authors identify linguistic markers present
on social media for measuring Fixation, Identification, and Leakage. By presenting these mappings,
the authors enabled the identification of potential threats online. Furthermore, these mappings

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW2, Article 450. Publication date: November 2022.



Making a Radical Misogynist 450:23

of warning signs for online identification have been validated by the work done by Grover et
al.. The authors manually validate the association between linguistic markers and their relevant
warning behaviors after demonstrating the presence of warning signs in the extremist alt-right
community on Reddit [33]. Adding to the linguistic markers for the identification of extremist
behavior online, van der Vegt and colleagues introduced a psycho-linguistic dictionary to measure
grievance scores from submissions made on social media platforms [83]. The authors evaluated
the dictionary showing high performance in distinguishing between lone-actor terrorist texts
and neutral texts. Alternatively to the threat assessment toolkits, researchers have also developed
tools for the identification of radical users online that rely on participatory and textual analysis.
Scrivens et al. has developed a sentiment based identifier of radical authors (SIRA). The authors
use text from identified radical users to validate and evaluate their identifiers [75]. Subsequently, in
their later works, Scrivens et al. employ their sentiment based identifier to identify and explore
the posting behaviors of right wing extremists [76] where they identified a large proportion of
out-group construction and attacks in the community. Our work borrows from the research done
to implement threat assessment toolkits and their warning signs as linguistic markers to identify
radical and extreme behavior online. The use of these linguistic markers on Reddit and similar
platform by prior works validate their role as warning signs.
Identifying Pathways of Radicalization As algorithm’s role and importance in the online
ecosystem have increased, research on auditing these black-boxes has been focusing on their effects
on user behavior, more specifically their ability to influence beliefs and actions. Ribeiro et al. study
the YouTube ecosystem for the identification of radical pathways toward Far-right content. Their
analysis of user migration, finds a pipeline potentially aided by the recommendation algorithm of
YouTube between communities of increasing extremity [70]. A more recent study by Munder et al.,
however, failed to find evidence of a radicalizing pipeline and argued the recommendation algorithm
operates on a supply and demand principle. Similarly, extensive research into the existence of echo
chambers and filter bubbles shows the impact of algorithmic personalization on an individual’s
beliefs and actions [14, 58]. Our work, on the other hand, focuses on examining the role of user-to-
user social engagements in the adoption of extreme ideologies.
Understanding dynamics of the Manosphere. Research on exploring online anti-feminist
movements and misogyny has focused on understanding their behavior, dynamics, and philoso-
phy. Research specifically into the Manosphere generally seeks to understand the ideologies and
behaviors of the communities inside. In their observational analyses of the Manosphere, Farrell
et al. show increasing hostility and violence towards women online. Driven by lexical analysis,
their work demonstrates the Manosphere’s use of ‘flipping the narrative’ technique and playing
the victim in online communities to legitimize their hatred towards women [27, 28]. These findings
support our results in §4.1.1 where we observe a significant increase in out-group construction,
toxicity, and anger after participation in the Manosphere communities. Ribeiro et al. perform a
longitudinal study to reconstruct the history of the Manosphere and observe its evolution over the
years. Their work highlights the growing toxicity and misogyny in Manosphere communities and
the migration patterns of users across communities within the Manosphere [39]. In subsequent
work, Mamié et al. study the overlap and migration between the anti-feminist communities and the
far right. Their cross-platform analysis on YouTube and Reddit demonstrates significant overlap
and find anti-feminist communities to act as potential gateways to the Alt-right. Massanari, in her
work exploring GamerGate and The Fappening as two seminal anti-feminist cases, notes the role
of Reddit and its structure in facilitating online misogyny and toxic cultures [52]. By studying the
two cases, Massanari outlines how Reddit’s design and governance influenced the development,
growth, and spread of ‘toxic-technocultures’. Findings from our work follow these observations
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and seek to measure how the social structures and systems fundamental to Reddit are exploited to
spread misogynistic ideologies. Supporting Massanari’s claim we find Reddit’s Karma system and
governance (or lack thereof) facilitating the spread of extreme behaviors and ideologies.

9 CONCLUSION
In this section, we conclude the results from our analysis and highlight the takeaways from each of
the research questions.
Participation in the Manosphere causes a significant increase in language- and outlook-
based warning behaviors (§4). Our analysis shows how different dimensions of participation can
influence traits associated with radicalization. We see that the simple act of joining a Manosphere
community can result in significantly increased exhibitions of fixation on feminism, anger, toxicity,
and conceptualization of an out-group. Using our regression analysis, we show that after a user
joins the Manosphere, their continued participation in the Manosphere only exacerbates their
radical traits — particularly fixation and toxicity. Finally, as a user enters an epistemic bubble by
participating disproportionately in the Manosphere, the trend continues.
Manosphere elites are effective propagators of radical traits even outside the Manosphere
(§5). Our analysis of the solicitation and recruitment interactions with Manosphere elites shows
that they have a strong influence on the warning behaviors of the users they interact with, even
when the interactions occur outside the Manosphere. Specifically, we find that each solicitation
interaction is associated with the increase of all warning behaviors considered in our study —
most notable of which is the sharp rise in fixation with feminism. Our analysis of the recruitment
interactions sheds light on the operations that might be used to recruit vulnerable individuals into
Manosphere communities. For example, we observe such interactions have stronger effects on the
anger and out-group identification traits suggesting messaging strategies aimed at directing anger
to a conceptualized group over multiple contacts.
Warning behaviors are influenced heavily by community perception (§6). Finally, We find
that users’ warning behaviors are strongly influenced by whether they are accepted or rejected by
the community they participate in. Our analysis shows that rejection from communities outside
the Manosphere results in notably high expressions of negative outlook, toxicity, and anger while
simultaneously reducing in-group identification. This suggests that strongly negative community
reactions have a harmful effect that increases emotional outbursts, unhealthy outlook, and isolation.
On the other hand, our analysis of social acceptance in Manosphere communities where members
already exhibit higher magnitudes of warning behaviors results in a sharp rise in these behaviors —
particularly fixation, toxicity, and out-group identification.
Taken together, our results highlight the role of fundamental social engagements facilitated by
social media platforms as radical pathways. Analyzing the behavioral traits of users interacting
with the Manosphere, our findings show how the Manosphere exploits these social engagements to
radicalize vulnerable users.
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